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Introduction

The Big Guide To OTT provides deep insights into the 
technology that is changing and enabling a new media industry.

By Paul Martin. The Broadcast Bridge.
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As OTT delivery grows, driven by both 
consumer demand and content provider 
strategy, there are many adjustments 
to manage, including new production 
approaches, scaling content distribution, 
personalizing, protecting, and monetising 
content, and assuring audience QoE.

Streamers are delivering a mix of live, 
linear, and on-demand content. Business 
models are blending - subscription with 
advertising and direct-to-consumer with 
service aggregation. The internet-enabled 
OTT delivery model is driving the media 
industry through a giant transformation.

There are many broadcast disciplines 
to leverage in OTT – the concept of 
“broadcast-grade streaming” means 
streaming should match broadcast’s 
capacity for highly consistent, highly 
scalable delivery of high-resolution 
content at low latency.  There are also 
new disciplines for content providers 
to embrace, like delivering highly 
personalized content and building new 
relationships with ISPs.

The OTT technology domain builds on 
core broadcast distribution disciplines 
and adapts them to internet-based 
delivery. New contribution methods, ultra-
low latency encoding, and high speed 
broadband streaming, could mean that 
‘streaming-grade’ will become a new gold 
standard for content delivery. But the 
fixed and mobile broadband networks we 
rely on, and the myriad of devices we use, 
mean that we need to work differently to 

manage content accessibility and quality.  
So while the content may be largely the 
same, there are significant differences 
between the worlds of OTT and OTA.  

The Big Guide To OTT is a multi-part 
series. Each part tackles a different theme 
and there are three or more articles per 
part.  
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Minimizing OTT Churn Rates
Through Viewer Engagement

But a deeper measurement is required, 
which must aim to understand customer 
behavior as they “shop for entertainment” 
in the OTT App. The measure should 
incorporate time spent, clicks, search 
activity, browse activity, favorites selected 
and more, which is what online retailers 
do. For retailers, what matters is not only 
what the customer purchased, but also 

what else they did while they were in the 
store, especially if they browsed and did 
not buy. If a retailer can know this, they 
know how to more effectively engage 
customers to earn a bigger share of 
customer spend. D2C streamers need to 
understand their customers in the same 
way, because maximizing engagement 
will maximize the lifetime value of the 
customer to their business.

One of the techniques used to engage 
customers is to enquire about their 
interests. Psychologically, not only do 
we have fairly consistent interests which 
we are generally drawn to, but when 
we are asked what we are interested in 
we receive affirmation of interest in us. 
Services are therefore evolving to ask 
general questions about our interests 

and preferences when we 
first set up a service. This 
“first-time user experience” 
was originally introduced 
following research that 
correlated high levels of 
churn with an impersonal 
first-time experience, or 
“cold start”. Customer 
field-testing run by TiVo 
with optimizing the first-
time user experience on 
consumer devices showed 
a 30% reduction in 15-
day churn. Personalization 
really makes a financial 
difference.

After this first-time 
experience, the work 
continues. D2C streamers 
must stay focused on 
how their customers are 
interacting with the OTT 
service. The User Interface 
(UI) and back-end systems 
(e.g., content library / CMS) 

should be instrumented to capture key 
engagement signals and use them. It is 
not enough for a D2C streamer to simply 
publish content and run basic search 
queries like “most watched shows” 
because the customer is doing a lot more 
than just watching programs. From a 
technology perspective, this is big data 
analysis using powerful algorithms and 
machine learning driven analysis. For best 
results, “eventing granularity” – i.e., the 
level of detail captured about individual 

Minimizing OTT Churn Rates

D2C requires a deep understanding 
of the end customer’s satisfaction. 
But rather than this understanding 
relating only to the content itself, at 
which Broadcasters have excelled 
for many decades, a D2C streaming 
service requires an understanding of 
satisfaction with the service – the quality 
of it, the ease of use, the style of use 
– which requires the right technology 
and a focused information-gathering 
approach. What should be done to 
achieve this all-important outcome?

Solving For Churn
Let’s start with a basic business challenge 
of any D2C video business – churn. 
Whether a pay-TV operator loses a 
subscriber, or an advertising supported 
operator loses ratings, churn impacts 
revenue.

In practice, there are two types of churn: 
voluntary, which is attributed to an 
intentional decision to stop using the 
service (studies show this represents 
about 75% of the total), and involuntary, 
which is attributed to unintentional events 
like credit cards expiring that can no 
longer be billed. This article focuses on 
voluntary churn.

In OTT, cancelling a service is easy 
compared to the traditional cable or telco 
TV package that is often tied to a 1-year 
or longer contract that generally includes 
broadband and TV. OTT services normally 
have a 1-month or similar cancellation 
period. In addition, research shows that 
approximately two-thirds of people will 
cancel their OTT subscription when they 
finish watching the series they signed up 
to watch.

D2C services in general also offer a 
lot of choice to the customer, which is 
increasing competition for eyeballs and 
wallet-share. The average US household 
now has seven regularly used OTT 
services, up from two just a few years 
ago (Netflix, HBOMax), then four (Netflix, 
HBOMax, Prime, Hulu) more recently.

Preventing churn is indeed a big 
challenge. Enter “engagement”.

Churn Prevention Through Engagement
To prevent churn D2C streamers need to 
engage their customers quickly and keep 
them engaged.

Engagement is often measured in terms 
of “time spent watching”. For example, 
four hours is better than two hours, and 
four times per week is better than two 
times per week.

The basic goal is for consumers of video services to be highly 
engaged. It is easy to say but hard to do. Yet it is at the core of 
being a D2C streamer.

By Paul Martin. The Broadcast Bridge.
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It’s worth noting that delighters ultimately 
become hygiene factors as we get used 
to the new normal, so standards must 
continually be raised. The pursuit of 
customer engagement excellence is how 
this will happen.

Historically, engagement analysis has 
been mostly about the UI’s ease of use 
and the customer’s content choices, not 
the streaming QoE itself. This is because 
cable and telco pay-TV platforms, where 
engagement has been most researched 
due to their time in the market and the 
direct commercial ramifications of failure, 
generally do not have QoE issues. This is 
because they operate on stable, closed 
and managed networks with delivery 
to managed set-top-boxes. IP delivery 
to any device type over unmanaged 
networks – i.e., OTT – is still relatively 
new and still a small percentage of total 
consumption. But clearly things are 
changing fast. QoE is a known challenge 
for the leading D2C streamers and 
achieving target levels of QoE is mission 
critical. And when achieved, results can 
be impressive. Research shows that not 
only do customers not churn as easily, 
but they also consume more content due 
to the better experience. Quality pays off.

Looking to the future, customer 
engagement analysis will focus on 
measuring customer emotion and the 
proclivity to engage in the content. This 
will provide richer and more accurate 
information than abstracted measures of 
clicks, hovers and likes. The desire from 
technology leaders in this area is to read 
body language and facial expressions 
to understand the customer more 
deeply. While this would be ideal from a 
research perspective, and technically it 
is possible through the use of cameras 
in the consumer devices, the inherent 
privacy concerns may take some time to 
overcome.

The Engagement Objective
Customer engagement is a top-line 
objective of any OTT service. Combine 
excellent engagement results with great 
content and you have the basis to be a 
winner in the D2C streaming business.

D2C streamers are progressively applying 
the disciplines mentioned in this article to 
push the boundaries of data gathering to 
become customer experience masters. 
To honor customers’ privacy and maintain 
trust, the best practice is to keep the 
technical solutions used to understand 
engagement separate from personal 
information databases. This separation 
can continue to work well because the 
goal of customer engagement analysis is 
to simply understand what you engage 
with the most and then accentuate that. 
The process does not need to know 
your age or gender. As engagement 
disciplines seek to forge new levels of 
understanding, the privacy/trust line will 
be an important boundary to maintain.

Avoiding churn through satisfying 
customers is critical to D2C streamers. A 
joint focus on QoE and UX to understand 
customer engagement will help avoid 
churn and be the basis of streaming 
superstars of the future.

Minimizing OTT Churn Rates

events, such as a customer search – 
should be defined to an appropriately low 
level so it can reveal previously unseen 
behaviors. To manage this proliferation of 
data requires the use of graph database 
technologies to associate datasets in 
ever more meaningful ways. Compute 
and storage resource must therefore 
be sufficient and scalable to gather 
and analyze data even for the largest 
concurrent audiences.

As an industry comparison, the pure-play 
D2C streamers generally have an easier 
time of crunching the data compared 
to traditional pay-TV operators. The 
traditional operators often have large 
cloud DVR platforms that hold a lot of 
content, which requires managing a larger 
amount of customer interactions (e.g., 
record and delete actions). This increases 
the data sets held by back-end systems, 
which simply increases system resources 
required. Traditional operators often have 
on-prem fixed capacity platforms which 
have been expanded over the years. 
Running large data-sets with scalable ML 
algorithms to provide insights as quickly 
as possible requires elastic technical 
capacity.

QoE (Quality of Experience) And UX 
(User Experience)
These two terms dominate the subject 
of customer engagement. They are 
numerical measures of customer 
satisfaction, and the D2C streamer 
will have clear targets to achieve. QoE 
measures the technical quality of video 
delivery to the customer, in measures that 
directly reflect the customer’s experience. 
UX measures the customer’s experience 

of interacting with 
the whole OTT 
service.

QoE is a 
“hygiene factor” 
for customer 
engagement. 
This term, 
coined by clinical 
psychologist 
Frederick 
Herzberg, is 
widely used 
by customer 
experience 
practitioners. 
Applied to OTT 

consumers it means that if QoE is at the 
targeted level, customers will be neither 
highly satisfied nor dissatisfied. But if it is 
below the targeted level, customers will 
certainly be dissatisfied. In other words, 
we cannot impress the customer with 
QoE, but we can certainly upset them.

UX on the other hand, while it can cause 
dissatisfaction it can also be a source 
of real satisfaction, in other words a 
“delighter”. A slow UI could cause 
dissatisfaction, but a simple and clean 
interface that feels enjoyable to interact 
with could impress and deeply satisfy. 
For D2C streamers, Netflix has set the 
bar so far. As content libraries continue to 
grow, and people feel time is short, this 
area will become even more important. 
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month, that is worth $160,000 per year in 
additional revenue.

Advertising-supported OTT services have 
a different dynamic, but still are affected 
by the impact of technical errors. When 
the D2C Streamer’s goal is to maximize 
the viewing time of a viewer, any technical 
errors work against this objective. 
Research published by ResearchGate 
points to a 2.32% reduction in viewership 
for people who experience technical 
errors.

D2C streamers report the extra pressure 
on QoE when the aim is to monetize 
the content through subscriptions. 
Paying subscribers expect excellent 
quality, especially 
those watching on 
larger screens where 
resolutions are higher, 
so tools like client 
analytics and network 
measurement devices 
become very important. 
Monetizing through 
ads can put extra 
pressure on the delivery 
infrastructure to perform 
well (e.g., with dynamic 
ad insertion workflows), which in some 
cases can cause unintended issues with 
content delivery and the overall customer 
experience.

D2C Streamers also report that 
consumers will stop watching when their 
technical QoE is poor. One leading D2C 
Streamer measured that viewers watched 
programmes for 5-10% longer when 
QoE metrics were better. This made a 
significant difference to their business 
for attracting advertisers and retaining 
customers.

Beyond the headline-grabbing hits to 
subscription and advertising revenues, 

there is the more hidden cost of finding 
and fixing the technical issues. But this 
is not only an in-life customer service 
issue, where some technical issues drain 
hours and hours of time from technical 
teams. This is a product-launch app 
development issue. Because OTT video 
operates in a dynamic environment with 
many different devices and networks, 
and because the standards and 
specifications in these environments are 
not defined specifically for perfect video 
delivery, there is a continuous process 
of improvement and adaptation in the 
App development environment, where 
“the rubber meets the road” for video 
playback.

The cost of poor quality for a D2C 
Streamer is very hard to calculate. But the 
reputational damage can be clear. OTT-
only services with subscription-based 
models attract very visible criticism in the 
market if the standard is poor, with QoE 
and App stability as the top two technical 
drivers of complaints.

Understanding Technical Issues
Understanding technical issues can be 
very challenging. Error codes are the 
start of the problem. Bitmovin reported 
that only 15% of total technical errors 
are clear, which leaves 85% unclear. The 
85% is broken down to 20% that are 

The Business Cost Of Poor Streaming Quality

At the same time, technical standards 
in streaming have been improving since 
the first D2C Streamer services started 
to emerge over 15 years ago. But as 
devices, networks, and video production 
continue to evolve, and particularly 
as audience sizes and expectations 
increase, poor viewing experiences 
persist, and some make headlines. So, 
what is the cost of poor quality? And 
what is being done about it?

What Do We Mean By Poor Quality?
Poor quality in this article means a poor 
quality of experience with video playback. 
In other words, anything the Player 
cannot play perfectly is a technical quality 
issue. This includes start-up failures, 
in-stream failures, rebuffering, and slow 
start-up times.

According to Vimeo research, technical 
issues cause 6% of churn for D2C 
Streamer services. For these services, 
the average ARPU is $15 per month, 
the average subscription length is 17 
months, and the average lifetime value 
of a customer is $250. Clearly this type 
of reason for churn should be avoided. 
There are already other important topics 
that cause higher levels of churn caused 
by the content itself and the price of the 
service. D2C Streamer services do not 
need to add technical challenges to the 
list.

The Cost Of Poor Quality
Three lines in the Profit & Loss accounts 
link directly back to poor quality – loss of 
subscription revenue, loss of advertising 
revenue, and the extra cost of fixing 
issues.

Recent news headlines from high profile 
events that are now primarily available 
on streaming services have highlighted 
refunds being paid out for poor quality 
of experience (QoE) caused by technical 
issues. Whether a stream would not start 
due to user authentication or digital rights 
management problems, or whether it 
suffered from consistent rebuffering, the 
bottom line is that viewers will only put up 
with a certain level of inconvenience.

Player and Analytics solution provider 
Bitmovin extended Vimeo’s initial 
research. Their data analytics research 
of “best in class SVOD services” showed 
that a typical SVOD customer attempts 
150 plays per month and has an average 
of 1 technical error every 15 plays. 
With an average subscription length of 
17 months, the average user has 165 
technical issues before churning. 6% 
of the total customer base churns for 
technical reasons. They concluded that 
for every 10% reduction in technical 
issues there would be a 1.1% increase 
in total lifetime value from the customer 
base. If 1 million customers pay $15 per 

The Business Cost Of Poor
Streaming Quality

It is safe to say that probably every streaming service has 
delivered poor quality experiences to its viewers at some point.

By Paul Martin. The Broadcast Bridge.
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may not notice either. The key is to 
know which technical errors impacted a 
viewer’s experience, and by how much, in 
order to correctly prioritize the investment 
to fix them.

All error types need drill-down capability 
to pinpoint the exact technical issue 
that can lead to a resolution. There is a 
specific drill-down process to follow as 
shown in Figure 1, beginning at the Player 
level where the error is first observed.

From a Player perspective, it is possible 
to see all the errors. But only some errors 
can be fully understood at the Player. 
Some can be resolved, and others can 
be worked around. But it is not possible 
to understand and resolve all the errors. 
The whole OTT video supply chain must 
be analyzed to understand and resolve all 
types of technical errors.

The launch of a new version of an App 
or website is often directly linked to new 
revenue streams, QoE improvements, 
or cost reductions. Therefore, speed of 
launch is key to achieve these results 
quickly. But a fast “buggy” launch is not 
in anyone’s interest. Intigral, a leading 
D2C Streamer operating in the Middle 
East region, recently reported that it was 
able to achieve a 30% reduction in time 
to market for new App releases, based 
on their ability to better trust the quality 
assurance processes through high quality 
analytics and error reporting during 
development. To the list of the cost of 
poor quality, we can therefore add the 
opportunity cost of slow App releases.

Associating a real business cost, like 
lost revenue, with a technical error will 
support the prioritization of investments 
that protect D2C Streamer revenues and 
profits. But where the errors occur is a 
key part of what sort of investment needs 
to be made. Part 2 will focus on where 

the errors originate and who needs to fix 
them.

Preventing And Fixing Problems
The impact of poor QoE is significant 
enough to make it a high priority for 
resolution. It is why the industry talks 
about making streaming “broadcast-
grade”. Good and consistent picture 
quality and low latency are the basic 
requirements to deliver. So how do we fix 
problems quickly and prevent them from 
happening in the first place?

Errors At The Player
Much like a Playout Automation 
environment that is often the first place 
to start looking for Linear TV Playout 
problems, in Streaming the first place 
to look is the Player. Player vendors are 
generally involved in helping their D2C 
Streamer customers to troubleshoot 
errors and identify the solutions. But 
understanding viewer QoE issues and 
assuring excellent performance remains 
one of the biggest challenges because 
of the lack of holistic tools for developing 
and testing video streaming solutions.

Various error types are found at the 
Player. Typical examples are missing 
DRM initialization data, manifest 
misconfigurations, audio track 
misconfigurations, and ad playback 
problems.

During the pre-release development 
phase, it is common to see playback 
misconfiguration as an error. As 
Developers work with different content 
types, operating systems, and devices 
there is a long list of playback parameters 
to set correctly and optimize. One 
common challenge is that viewing 
devices behave differently. For instance, 
the content browsing functionality on 
a specific Smart TV versus a specific 
mobile device can operate very differently, 

completely unclear and 65% that are 
ambiguous.

Ambiguous errors relate to general 
error codes like Android’s ERROR_
CODE_DRM_UNSPECIFIED error. 
This is an unspecified error related to 
DRM protection which needs more 
investigation to determine why the error 
occurred. Additional information on top 
of the error code and short description 
are important to support fast diagnosis 
and resolution of the error. The unknown 
errors do not provide any information 
about the root cause, so it is critical to 
have good reference documentation.

A video player can observe multiple 
technical error codes per hour. Some 

can cause noticeable QoE issues, like 
DRM errors (e.g., failed license requests), 
unrecoverable network errors (e.g., 
timeouts), and source errors (e.g., empty 
segments or decoding errors), while 
others may not, such as advertising 
errors and incorrect configurations. An 
advertising error may not be a serious 
impact to the viewer QoE, although it 
has commercial implications for the D2C 
Streamer and Advertiser. For some errors 
the Player will retry 2-3 times to play the 
video segment. The viewer may not even 
notice these errors, and perhaps they 
only experience a longer start-up time 
which is less impactful than a failure. In 
other cases, the Player may skip one of 
the video renditions (i.e., ABR bitrates) 
which cannot be played, which the viewer 

Figure 1 – Root cause analysis workflow, starting from the observed error on the Player.

1.  Define content and environment of error. For a single error, capture its Error Code plus Content Title, Browser,
Operating System, and Device.

2.  Link error to session and group of sessions. Link the error to the single session and then to more sessions to try 
to establish a general root cause of the issue.

3.  Assess error details to create more context. For example, review errors on a session over time to give more context.

4.  Run Stack Traces into App or Website. Useful for linking the single issue to a set of probable causes when the 
single error code could have multiple causes.

5.  Segment level view. Analyze segments to see if errors occurred in a routine set of segments.
Particularly helpful for video source errors.

6.  Identify Cause / Root Cause.
The analysis could reveal a known root cause (e.g. 1207:SOURCE_

EMPTY_SEGMENT) or establish that the cause existed in a third party 
system that now needs its own RCA (root cause analysis).

The Business Cost Of Poor Streaming Quality
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and errors can easily occur if the App and 
Player are not set up properly. For this 
reason, Players can include dedicated 
modules for specific devices.

D2C Streamers report that new App 
releases are a source of high risk to 
QoE and lead to a number of errors. 
Unfortunately, App errors are “own goals” 
in a competitive market and should be 
avoided. A more sophisticated analysis 
and testing environment makes an 
important difference to reducing the 
number of errors in the days following a 
new release.

Documentation is continuously being 
improved by leading Player suppliers 
to support their customers’ App 
Development teams to understand 
configuration issues. Templates are 
provided of known good configurations 
by device type. Error codes are improved 
to be more descriptive and more precise. 
For example, researchers report that 
they have invested heavily in improving 
error code descriptions and updating 
documentation for Streaming App 
developers. Instead of just a “2009_
DRM_KEY_ERROR” code, the code 
is described to now provide helpful 
guidance in plain language – “you can 
ask your DRM vendor to try verifying the 
init data is valid and not malformed. Most 
commonly the PSSH boxes need to be 
confirmed”.

Some errors have not always been 
flagged by analytics systems as QoE 
errors, such as audio lip-sync issues. But 
as viewer QoE is analyzed forensically to 
try to remove all types of technical error, 
the analytics systems are categorizing 
and reporting errors more precisely. 
From a cost of poor quality perspective, 
the ability to proactively understand 
the customer’s experience from the 
operational KPIs is critical. Customer 

experience professionals know that 
only a small percentage of dissatisfied 
customers will care enough to express 
their dissatisfaction to their service 
provider – most will just silently dis-
engage. It is therefore business critical to 
know the customer’s experience without 
them needing to describe it.

To better understand potential QoE issues 
and fix them during the development 
phase requires holistic analytics solutions 
for developers. Headline performance 
must be understandable, coupled 
with drill-down into individual session-
level detail. Customer journeys should 
be traceable, showing how viewers 
interacted with the App or website, 
discovered content, started streaming, 
stopped streaming, and exited the 
App. The Development team, who are 
responsible for perfecting this journey for 
all viewers, must be presented with this 
information so they can work efficiently 
and intelligently to eradicate technical 
errors and assure success of their OTT 
service.

However, based on D2C Streamer 
feedback, there is no substitute for real-
world testing using the D2C Streamer’s 
own content and service environment. 
To find Player-side errors, the full range 
of consumer platforms must be tested, 
which needs a lab environment at least 
with every major platform type. Most 
major Streamers work with 12 different 
platforms.

A lab like this supports pre-launch 
testing but is also necessary to replicate 
customer reported issues for many 
non-specific errors. Leading Player 
vendors highlight that if a QoE customer 
issue is reported then it is important to 
replicate the viewer’s setup as accurately 
as possible to create a performance 
baseline. This includes testing using 

matching device models and shaping a 
similar network bandwidth. This ensures 
the troubleshooting process results in a 
standard of delivery which is achievable 
given the viewer’s environment and 
reduces time to issue replication.

Some errors can be fully resolved at 
the Player, while others can be worked 
around while a more permanent solution 
is implemented at the error source. 
Playback compatibility with a particular 
browser or platform is managed at the 
Player. Errors that originate upstream 
of the Player can, at best, be managed 
with a workaround at the Player. Some 
environments are easier to work with 
than others – for example, the Player can 
do manifest manipulation for Android 
devices, but not for Apple devices. But 
Player-side fixes for 
upstream errors can 
often be non-standard 
solutions, which 
introduces risk to the 
Player’s stability and 
ongoing maintainability. 
Overall, video streaming 
Developers need to 
think about what they 
can change easily and 
quickly, especially if they 
are working to prevent 
future QoE issues as quickly as possible. 
In short, websites and players are easier 
to change for an App Developer than 
hardware encoders, ad servers, and 
CDNs.

Errors Upstream Of The Player
As reported by D2C Streamers 
interviewed for this article, approximately 
75% of streaming problems must be fixed 
upstream of the player. Upstream means 
the “Origination & Delivery” environment. 
Within this, estimates are that 90% of 
the errors relate to “CDN/ISP networks” 
and 10% are from “source/encoding” 

environments. Anecdotally, most QoE 
problems relate to buffering.

Content delivery issues in CDNs and 
ISPs are very challenging to manage. The 
problems witnessed by D2C Streamers 
generally point to a lack of capacity 
availability in the right location. This can 
be caused by a lack of overall deployed 
systems, or by unexpected maintenance 
windows on CDNs and ISPs that cause 
streaming QoE problems. At peak 
viewing times, any capacity problems are 
amplified.

D2C Streamers also report the knock-on 
effect when CDNs need to scale for live 
events or major VOD releases, which can 
include overloading mid-tier Caches and 
then Origins.

Tracing errors from the Player error code 
to an upstream error code is not simple. 
A 2001 error code on the Player might 
be caused by a 404 error at the CDN. 
But was the actual error at the CDN’s 
Edge Cache layer, or is it at the Origin, 
Packager, Encoder or even the Content 
Source? Multiple supplier and technical 
domains are traversed during the tracing 
process. The Common Media Client Data 
(CMCD) initiative led by the Consumer 
Technology Association (CTA) is working 
on metadata alignment and querying 
capabilities from the client to the CDN, 
which could ultimately support faster 

The Business Cost Of Poor Streaming Quality
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diagnosis and resolution of errors as well 
as prevent errors.

Given that 60% of all QoE problems are 
attributed to CDN and ISP networks, 
CDN suppliers have a major role to 
play in accelerating error diagnosis and 
issue resolution. Error codes in the CDN 
generally relate to general HTTP codes 
(e.g., 4xx, 5xx). Understanding the error 
starts with investigating Edge and Origin 
performance, looking for issues in speed 
of delivery and system availability. Slow 
delivery speeds at the Edge are either 
isolated, which points to problems 
at the Edge, or they are correlated to 
slow speeds at the Origin, which points 
to problems at the Origin, potentially 
including packager and encoder. If 

the Edge is performing to spec, which 
normally means delivering all segments in 
the tens of milliseconds range, then there 
is likely to be an ISP problem, including 
customer premise equipment.

Feedback from D2C Streamers shows 
that the ISP relationship is becoming an 
increasingly important focus in day-to-
day operations. While this relationship 
was not a priority in the past, today the 
largest Streamers will focus on closer 
links with the leading ISPs in a market to 
improve the viewing experience for their 
shared consumers.

Philippe Tripodi, Chief Product Officer at 
MainStreaming, is responsible for working 
with customers on resolving CDN-side 

issues. “Troubleshooting and resolving 
QoE issues is so critical for our streaming 
customers, especially those who deliver 
important live sports events. We see that 
there are two ways for D2C Streamers to 
work with CDNs. First, as a ‘black-box’ 
which gives no insight into what happens 
to streams between Origin and Edge. Or 
second, in a transparent way (that is often 
related to a Private CDN model) that gives 
full evidence of performance to the D2C 
Streamer and introduces the opportunity 
for the D2C Streamer to control what 
happens to their streams. Working with 
CDNs in this transparent way also leads 
to a deeper understanding of ISP-level 
performance that can be addressed in 
partnership between Streamer, CDN and 
ISP. We believe that D2C Streamers need 

transparency, both in real-time during 
live streaming and afterwards in post-
event reports, because this gives them 
control of their own destiny as they work 
hard to deliver content perfectly to their 
customers.”

What Are The Thought Leaders 
Thinking?
App developers focused on video 
services need better and better tools. 
They need to do their job so well that 
App-related quality issues become minor. 
The 25% of total errors should reduce in 
this way.

There is an opportunity to bring Player 
and Analytics components closer 
together, and to use machine learning 

Figure 2 – MainStreaming Edge Response dashboard showing % of all Edge responses with Error 
Codes (4xx & 5xx) which is provided to customers to support their performance improvement 
efforts.

Figure 3 – MainStreaming Origin Response dashboard, which is provided to customers, showing 
times where a slow Origin response could have created onward delivery challenges and 
potentially be related to QoE issues.
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from the Analytics to make automatic 
changes in the Player. For example, if 
a viewer has poor QoE because their 
network profile is different to how 
the Player has been configured, then 
the Player’s ABR could be corrected 
automatically. If the internet isn’t as 
good as it should be, the buffer could 
be enlarged. Most configurations today 
are static, and do not even consider the 
different network conditions. Automating 
simple configuration changes could assist 
here. This can address some of the 75% 
of errors from the Origination & Delivery 
environment.

Another opportunity is to improve 
information sharing between the player, 
analytics and CDN. The CMCD work 
mentioned earlier will assist this, and 
it will also address the 75% bucket of 
errors.

Player vendors note that the pre-launch 
testing performed today should better 
represent the real world in terms of 
load. Network bandwidth shaping tools 
that can represent a consumer’s real 
environment at home is useful. Streamers 
do tests with a subset of viewers in the 
real world. This real-world environment 
cannot be recreated in a test lab, but we 
should be able to.

D2C Streamers highlight that they need to 
keep focused on improving the visibility 
into network performance to truly tackle 
the 75% bucket of errors. In the absence 
of deeper partnerships with CDNs and 
ISPs, the next-best approach is to pursue 
a multi-CDN strategy to spread the risk of 
capacity shortages.

The Wrap-up
Streaming is aiming for broadcast-grade 
performance. But there is still a way to 
go to address the QoE issues seen at 
the Player. The network side problems 

are potentially more serious because 
they anecdotally represent more of the 
causes of problems and are harder to 
resolve by individual D2C Streamers. 
But there are initiatives that will help 
the industry address these issues, and 
some companies are trying to give more 
visibility of performance and create 
deeper CDN-ISP partnerships so D2C 
Streamers can better control their own 
destiny with their customers.

Poor technical quality is “only” 6% of the 
reason for customer churn, but it makes 
a significant impact. QoE issues can turn 
customers off completely, as shown by 
Vimeo’s analysis, or at least reduce their 
level of engagement with the OTT service. 
In a competitive media market, 6% could 
be the difference between winning and 
losing.

Creating a more joined up streaming 
supply chain is the right strategy 
to address the 6% churn rate. D2C 
Streamers should be able to see all 
aspects of the end-to-end video delivery 
chain so they can make decisions about 
where to invest to improve quality of 
delivery, to ultimately reduce their cost of 
poor quality.
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